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ABSTRACT
Objective  To demonstrate what it takes to reconcile 
the idea of fairness in medical algorithms and machine 
learning (ML) with the broader discourse of fairness and 
health equality in health research.
Method  The methodological approach used in this paper 
is theoretical and ethical analysis.
Result  We show that the question of ensuring 
comprehensive ML fairness is interrelated to three 
quandaries and one dilemma.
Discussion  As fairness in ML depends on a nexus of 
inherent justice and fairness concerns embedded in health 
research, a comprehensive conceptualisation is called for 
to make the notion useful.
Conclusion  This paper demonstrates that more analytical 
work is needed to conceptualise fairness in ML so it 
adequately reflects the complexity of justice and fairness 
concerns within the field of health research.

INTRODUCTION
Machine learning (ML) refers to algorithms 
that improve their performance indepen-
dent of human designers. Several biases are 
involved in developing and applying ML, 
such as data biases (eg, historical and repre-
sentation biases), modelling/design biases 
(eg, evaluation and aggregation biases) 
and human review biases (behavioural and 
social biases).1 2 Biases affect the fairness of 
the ML process’s outcome and deployment 
by wrongly skewing the outcome. ‘Fairness’ 
can be understood in different ways, but is 
usefully defined in the context of ML-based 
decision making as ‘the absence of any prej-
udice or favouritism towards an individual or 
a group based on their inherent or acquired 
characteristics’.3 Thus, when operationalising 
fairness into ML systems applied in health, 
the goal should be to eradicate biases in the 
processes of data sampling, modelling and 
human review so that the ML process does 
not promote health advantages or disadvan-
tages for any individuals or groups based on 
their inherent or acquired characteristics. 
Assessing what kind of characteristics are 
assumed relevant for a fairness approach 
relies on normative ideas about justice. In 
healthcare, the World Medical Association’s 

Declaration of Geneva identifies ‘age, disease 
or disability, creed, ethnic origin, gender, 
nationality, political affiliation, race, sexual 
orientation, social standing or any other 
factor’ as examples of factors that should 
not impact the doctors’ duty towards their 
patients.4 Thus, ML failing to perform 
adequately to certain patients with such char-
acteristics can be judged unfair.

In parallel, a more comprehensive and 
ambitious conceptualisation of fairness in 
health is discussed in the literature addressing 
how to distribute healthcare justly. Fairness is 
here understood in terms of how healthcare 
needs are unequally distributed within and 
across populations in the first place, which 
calls for justly allocated healthcare to reduce 
historically and socially conditioned inequali-
ties. Theoretically, this aim is captured by egal-
itarian approaches to ensure, for example, 
equal opportunities5 or capabilities,6 or social 
justice.7 8 Politically, it is reflected in empir-
ically informed reports on observed health 
inequalities (eg, WHO’s report on closing the 

Summary

What is already known?
	► Biases in data, modelling and human review impact 
the fairness of the outcome of machine learning 
(ML).

	► ML fairness in healthcare involves the absence of 
prejudices and favouritism towards an individual or 
group based on inherent or acquired characteristics, 
while fairness in health more broadly understood 
addresses historical fundamental socioeconomic bi-
ases that create health inequality within populations.

	► Healthcare systems can fairly mitigate unjust health 
inequalities by offering equal opportunities for 
healthy lives.

What does this paper add?
	► This paper argues that ML fairness in healthcare de-
pends on equal access to healthcare systems.

	► It demonstrates how a full conceptualisation of ML 
fairness in health is conditioned by a complex nexus 
of different fairness concerns.

	► It calls for a reconceptualisation of ML fairness in 
health that acknowledges this complexity.
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gap of inequalities in a generation9 and in the Sustainable 
Development Goal of promoting health equality10). In 
clinical settings, work has been carried out to clarify the 
appropriateness of considering socioeconomic factors 
to circumvent their adverse impact on patients’ ability 
to benefit from treatment.11 This work has been trans-
lated into a call for revising and clarifying the way ‘social 
standing’ requires clinical attention in the World Medical 
Association's Declaration of Geneva.12

Unjust health inequality is influenced by inequality in 
the socioeconomical, cultural and environmental factors 
(eg, access to clean water) that shape people’s living 
conditions.13 Although theories diverge as to what makes 
the resulting health disparities unfair, there is broad 
consensus that health inequality associated with socioeco-
nomic determinants of health creates inequity and calls 
for amendment.14 For this reason, ML fairness should not 
only be about avoiding prejudices and favouritism, but 
also about reducing unfair health inequalities,15 particu-
larly those associated with socioeconomic health determi-
nants . In line with Rajkomar and colleagues’ reasoning,15 
to avoid ML in healthcare contributing to maintaining or 
reinforcing health inequities, fairness should be opera-
tionalised into ML processes by ensuring equal outcome 
across socioeconomic status, equal performance of 
models across socioeconomic groups, as well as equal 
allocation of resources.

Against this backdrop, this paper aims to answer the 
following question: How can the narrow fairness discourse 
related to ML and absence of prejudice and favouritism, 
and the broader fairness discourse related to unjust health 
equality be reconciled in a comprehensive conceptualisa-
tion of ML fairness that can be operationalised to prevent 
health inequity from being maintained or reinforced 
by healthcare systems? A more comprehensive notion 
of fairness in ML healthcare can be used to articulate 
commitments of fairness and help structure guidelines 
and recommendations.16

We start the discussion by clarifying the nature of the 
ML algorithms we focus on and present two distinct 
versions of ‘justice’ (substantive and procedural). We then 
argue that an adequate notion of ML fairness depends 
on a comprehensive approach to fair access to healthcare, 
which is inherently connected with other fairness chal-
lenges calling for practical solutions. Next, we identify 
and describe three interrelated fairness quandaries and 
one fairness dilemma related to obtaining ML fairness in 
health. A meaningful conceptualisation of ML fairness, 
which can be implemented to avoid inequitable patient 
outcomes, must reflect this complex, intertangled nexus 
of fairness concerns.

METHOD
The methodological approach used in this paper is theo-
retical and ethical analysis.

RESULTS
By applying this method, we identify three ethical 
quandaries and a dilemma related to ML fairness in 
healthcare. First, there is what we call ‘the unfair data 
quandary’. Second, there is ‘the unfair design quandary’. 
Third, there is ‘the reasonable disagreement quandary’. 
Finally, there is the dilemma that arises from trade-offs 
between fairness and accountability. Figure  1 illustrates 
our approach.

DISCUSSION
ML refers to algorithms that improve their perfor-
mance based on previous results independently of 
human designers. An important subset of ML with much 
promise in medicine is deep learning algorithms, which 
process inputs (eg, data such as pictures, videos, speech 
and text) to provide output such as identified patterns, 

Figure 1  Three interrelated fairness quandaries and one fairness dilemma related to obtaining machine learning (ML) fairness 
in health are identified in this ethical analysis. A meaningful conceptualisation of ML fairness, which can be implemented to 
avoid inequitable patient outcomes, must reflect this complex, intertangled nexus of fairness concerns. This figure is made by 
the first author.
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classifications or predictions.17 Analogous to the animal 
brain, the mechanisms in deep learning are ‘deep neural 
networks’ consisting of hierarchically structured layers of 
‘neurons’. To work effectively, the neural networks are 
trained on vast data sets, which are sometimes labelled 
by humans (as in supervised learning) or they identify 
patterns in data sets on their own (as in unsupervised 
learning).18 Due to its ability to identify pattern in vast 
data sets much faster and often more accurately than 
medical doctors, health professionals and scientists are 
able to, ML algorithms have the potential to make the 
detection, prediction and treatment of disease more 
effective.17 19

Substantial and procedural justice
Fairness can be analysed in terms of distinct principles 
of what justice requires (substantive justice) or in terms of 
the acceptability of how the decision is made (procedural 
justice).20 The assumption behind procedural justice is 
that even though there may be widespread disagreement 
about what it would be just to do (eg, how to prioritise 
healthcare with resource scarcity), the affected parties 
may be expected to agree on what conditions must be in 
place to make the decision-making process fair.21 Proce-
dural justice requires, for example, that affected parties 
are treated equally by considering all interests at stake, 
and that decisions are based on reasons that individuals 
can recognise as relevant and reasonable.21 Both versions 
of justice are relevant for fair decision making and how 
fairness issues come into play in relation to ML fairness.

Three quandaries and one dilemma
The unfair data quandary
The first quandary is related to biased data. This quandary 
states that groups of people not accurately represented in 
the training data of ML algorithms could receive diagnosis 
and treatment recommendations systematically imprecise 
in their disfavour. Since healthcare data typically emerge 
from contact with and/or use of the healthcare system, 
the extent to which people have access to healthcare will 
predict their inclusion in ML training data.

A conceptualisation of ‘access to healthcare’ can be 
divided into a supply side of the organised service and a 
demand side of patients’ ability to benefit from the organ-
ised care. ‘Access to healthcare’ can be conceptualised 
across different phases involved in having a healthcare 
need met, that is, having a need, perceiving a need and 
desire for care, seeking healthcare, reaching healthcare 
services, using healthcare services and obtaining health-
care outcomes.22 This broad approach to access to health-
care is useful for a nuanced investigation of where, when, 
how and by whom inequality in access can emerge under 
the impact of organised healthcare itself.

Healthcare services can uphold or reinforce social 
inequality in health if access to services requires capaci-
ties associated with socioeconomic conditions unequally 
distributed in the population. If the supply side is not 
carefully developed to meet the social and economic 

challenges related to people’s abilities to reach and obtain 
care (eg, ability to pay or follow prescribed regimes, under-
standing of their own health or how the system works, 
cultural conflicts), data gathered from these services 
could be biased favouring those with the abilities to over-
come barriers (eg, by paying for health insurance). Thus, 
unequal access skews the representativeness of big data 
gathered within the healthcare system to the advantage 
of those who have historically been able to use it. As this is 
the available data that ML algorithms are trained on, the 
detection of disease and clinical recommendations might 
not be equally apt for the groups that experience barriers 
in reaching, receiving and benefiting from care. This can 
be so if these latter groups overlap with relevant biolog-
ical differences related to ethnical background, or if life-
style issues related to socioeconomic challenges, impact 
the uptake of treatments. For the training data to be fair, 
the real-world conditions for access to healthcare must 
be equal in the sense that socioeconomic barriers do not 
prevent people from obtaining care.

The challenge to ensure fairness stemming from a 
lack of representative data is structural. Use of histori-
cally biased data combined with underdeveloped label-
ling creates racial biases in healthcare management of 
populations.23 24 Space does not allow us to do justice 
to the vast literature on algorithm fairness and sugges-
tions to mitigate algorithm biases. For a comprehensive 
overview, there is a framework proposed by Suresh and 
Guttag, which identifies the multiple sources of down-
stream harms caused by ML through data generation, 
model building, evaluation and data deployment, and 
also describes mitigation techniques for targeting the 
same sources.2 As noted above, there are strong ethical 
and political calls to promote equal access to high-quality 
healthcare for all. To avoid a situation where ML unfairly 
maintains (or even reinforces) inequality in health 
outcomes, coordinated initiatives could be directed 
comprehensively towards identifying barriers and seeking 
innovative solutions to promote equal access to health-
care in the first place along all dimensions of supplying 
and demanding healthcare. Developers of ML systems, 
ethicists and funding bodies could join forces and gear 
attention towards mitigating the structural unfairness of 
unequal access to healthcare before addressing the ineq-
uitable outcome of this unfairness.

The unfair design quandary
Let us assume that comprehensive work has been done to 
ensure equal access to healthcare for all, which can enable 
fairness in algorithms deployed at the point of care. Now 
fairness is an issue about what kind of ML-based health-
care ought to be developed, that is, what kind of ML 
should be prioritised. How should this fairness aspect be 
ensured in the design phase when fair design then ideally 
must include broad oversight of consequences and justi-
fied priority-setting decisions before ML interventions have 
been developed and tested?
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First, the ethical issues that arise from an ML system 
will depend on its practical application and purpose: is 
the system used for home monitoring, clinical decision 
support, improved efficiency and precision in testing, 
distribution and management of medicines, or some-
thing else? What kind of disease or ailment is being 
addressed? The ethical problems will be different and 
include different actors.

Next, one should ask: is ML needed, or do existing 
approaches work better? This is about the performance of 
ML, for example in terms of improved prediction.25 But 
it is also about getting the process of interpreting what it 
means ‘to work better’, right. Who should decide that?

Depending on the problem being addressed, different 
actors will be involved. Design is not a linear process.26 It 
depends on reiterated cycles of design, implementation, 
testing (including with other data), assessment and eval-
uation. This is even more so with ML algorithms, as they 
might display unpredictable outcomes (depending on 
input data, but also coding and algorithms). They there-
fore need constant human monitoring and assessment. 
The European Commission, for example, emphasise the 
need for stakeholder involvement throughout all the 
cycles.27

Potentially, these phases will involve inputs from people 
such as medical doctors, nurses, hospital administrators, 
health economists, other technical people and (ideally) 
the patients themselves. This then poses the question 
of the competencies that should enter into the design, 
implementation and testing phases, how they should be 
made to cooperate, and what kinds of expertise should 
count. Whose professional perspective may frame the 
initial understanding of the problem, what happens to 
dissenting voices, and what about patients’ perspectives 
and autonomy? If these challenges to justice are not explic-
itly addressed, it might create an unfair design quandary . 
Procedural justice requires developing adequate and fair 
decision-making institutions for collaboration. This must 
be organised so all stakeholders can recognise them as 
being fair by including general requirements on trans-
parency, reasonable justifications and opportunities for 
revision.21 Still, figuring out how to best do so in these 
contexts requires more research.

The reasonable disagreement quandary
People are expected to disagree about principles of 
justice, what societal challenges one will trade off to 
improve people’s health, and what opportunity costs 
one will accept to achieve health equality in the design 
process. How should such ethical disagreements be 
resolved? Procedural fairness addresses the moral 
equality of anyone involved in or being affected by a deci-
sion by arranging a decision-making process in a way that 
all can find acceptable. This means, for example, that 
all stakeholders must be included, allowing everyone to 
voice their concerns and listen to them, ensuring trans-
parency of the rationales for the decision, and offering 
mechanisms to appeal.21 In the case of designing and 

applying ML in medicine, there are multiple groups of 
experts, professions and other stakeholders that might 
play a central role in this kind of ethical deliberation, for 
instance medical doctors, nurses, hospital administrators, 
health economists, technicians, ML developers, patients, 
and the public in general. However, such inclusive delib-
eration might not be feasible to arrange every time an 
ML system is developed. The complex task of identi-
fying, understanding and weighing all relevant medical, 
ethical, economical and societal issues to consider and 
reasonably justify what to prioritise in order to apply ML 
requires substantial technical and disciplinary expertise. 
Also, to ensure the prioritisation is adequately reflected 
in the design process, it is crucial to rely on ML experts 
and their interpretations when translating normative 
decisions into algorithms. This ‘reasonable disagree-
ment quandary’ requires a fix in terms of fairness, but 
an overall fair decision-making process can be difficult 
to realise. Moreover, the fairness of leaving the decision 
to trained decision makers or technical experts and the 
substantial principles of justice they happen to hold, is 
also questionable.

More research is required to learn how to better 
maximise inclusiveness and transparency and monitor 
whether ethical and political prioritisations are captured 
in ML systems in a meaningful way. The aim should be 
to accommodate procedural fairness. However, realism 
is needed in identifying and articulating the limitations 
of such a fairness approach. A hybrid model of fairness 
based on substantial and procedural justice might emerge 
as a solution.

A final ethical dilemma
Let us, for the sake of argument, assume that the above 
quandaries are solved. Let us suppose that measures 
have been taken to ensure that the training data are not 
skewed, that adequate institutional conditions for collab-
oration between stakeholders and designers have been 
established, and that an acceptable model of procedural 
fairness has been developed. There is still, however, the 
following dilemma that needs to be addressed: while 
medical algorithms might improve fairness by elimi-
nating biases that otherwise might affect the decisions 
of healthcare professionals and therefore result in more 
equitable access to healthcare services, they might also 
reduce the accountability of healthcare professionals 
for these same decisions. Algorithmic decision systems 
are built so it makes it difficult to determine why they 
do what they do or how they work. For example, neural 
networks that implement deep learning algorithms are 
large arrays of simple units, densely interconnected by 
very many links. During training, the networks adjust 
the weights of these links to improve performance, 
essentially deriving their own method of decision 
making when trained on a decision task. They therefore 
run independently of human control and do not neces-
sarily provide an interpretable representation of what 
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they do.28 29 The problem with this is that professional 
accountability cannot be enforced without explainability. 
Professional accountability implies that it is justifiable 
to ask a healthcare professional to explain their actions 
and to clearly articulate and justify the decisions they 
have made. Providing such an explanation engenders 
trust in the process that led to the decision and confi-
dence that the healthcare professional in charge of the 
process acted fairly and reasonably. It is true, as some 
have pointed out, that lack of explainability in medi-
cine is not uncommon—sometimes it may be close to 
impossible to reconstruct the exact reasoning under-
lying the clinical judgement of a medical expert and 
there may be little knowledge of the causal mechanisms 
through which interventions work.30 However, explain-
ability is still important in some contexts, particularly 
in those requiring informed consent. In contexts where 
explainability is important, the potential opacity of 
ML algorithms suggests that some trade-off must be 
made between deferring to said algorithms (which 
might improve fairness but reduce accountability) and 
relying on human professional discretion (which might 
preserve accountability but increase the risk of biases). 
The dilemma is that neither option comes without 
ethical costs: either reduced accountability or (poten-
tially) reduced fairness. Figure 2 shows how the quan-
daries and the dilemma are interrelated and part of a 
broad conceptualisation of ML fairness in healthcare.

CONCLUSION
We have demonstrated that operationalising fairness 
in ML algorithms in healthcare raises a whole host 

of fairness challenges across data, design and imple-
mentation biases, which all need to be solved before 
concluding that the algorithms are fair. Even if we have 
the ability to meet these challenges, we nevertheless 
face the problem of trading fair algorithms off against 
professional accountability. To avoid a rhetorical and 
insufficiently justified conception of fairness in ML 
technology, these fundamental and intangible chal-
lenges of fairness must be openly acknowledged and 
addressed. In addition, much more research on fair 
processes is called for to find ethically and politically 
sustainable responses to what fairness requires of ML 
algorithms employed in clinical care.
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